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Should we think of our universe as law-governed and

‘clockwork’-like or as disorderly and ‘soup’-like? Alter-

natively, should we consciously and intentionally synthe-

sise these two extreme pictures? More concretely, how

deterministic are the postulated causes and how rigid are

the modelled properties of the best statistical methodol-

ogies used in the biological andbehavioural sciences? The

chargeof this entry is to explore thinkingabout causation

in the temporal evolution of biological and behavioural

systems. Regression analysis and path analysis are simply

explicated with reference to a thought experiment of

painting three universes (clockwork, soup and conscious)

useful for imagining our actual universe. Attention to

historical, structural and mechanistic explanatory per-

spectives broadens the palette of methodologies avail-

able for analysing determinism in, and explanation of,

biological and behavioural systems. Each justified meth-

odologyprovides apartial perspectiveon complex reality.

Is a total explanationofany systemeverpossibleandwhat

would it require?

Introduction

The charge of this entry is to explore thinking about cau-
sation in the temporal evolution of biological and beha-
vioural systems. Topics such as sexuality, intelligence,
autism and ‘criminality’ provide windows into multi-
factorial biological, psychological and social causation.
For instance, Foucault (1990, 1978), Butler (1990), Stein
(1999), McManus (2012) and Longino (2013) examine the
multi-faceted causes and complex nature of the biological

and behavioural traits constituting sexuality. Such case
studies shed important light on specific research programs,
kinds and degrees of determinism between factors and
outcomes and types of explanations adopted by specific
researchers. In contrast, this article investigates general
methodologies employed in the biological and behavioural
sciences. See also: Autism; Sexual Orientation; Sexual
Orientation: Genetics
Especially statisticalmethods shall be here considered.A

quote from Hacking (1990, p. 4) illustrates the relevance
of statistics and probability theory for contemporary
research:

Probability is_ the philosophical success story of the
first half of the twentieth century.

_

A quadruple success: metaphysical, epistemological,
logical and ethical.
Metaphysics is the science of the ultimate states of the

universe. There, the probabilities of quantum mechan-
ics have displaced universal Cartesian causation.
Epistemology is the theory of knowledge and belief.

Nowadays we use evidence, analyse data, design
experiments and assess credibility in terms of prob-
abilities.
Logic is the theory of inference and argument. For

this purposewe use the deductive and often tautological
unravelling of axioms provided by pure mathematics,
but also, and for most practical affairs, we now
employ_ the logic of statistical inference.

Ethics is in part the study of what to do. Probability
cannot dictate values, but it now lies at the basis of all
reasonable choice made by officials. No public decision,
no risk analysis, no environmental impact, no military
strategy can be conducted without decision theory
couched in terms of probabilities. By covering opinion
with a veneer of objectivity, we replace judgement by
computation.

This list could be generalised by calling probability a
‘scientific success story’. We could also add a fifth item,
methodology. Given the centrality of statistics and prob-
ability theory to the biological and behavioural sciences,
philosophical questions about these methods are here

Advanced article

Article Contents

. Introduction

. A Philosophical Prolegomenon: Three Universes

. Scientific Methodology: Statistics and Probability

Theory

. Other Methodologies on Determinism and Total

Explanation

. Acknowledgements

Online posting date: 15th July 2014

eLS subject area: Bioethics & Philosophy

How to cite:

Winther, Rasmus Grønfeldt (July 2014) Determinism and Total

Explanation in the Biological and Behavioral Sciences. In: eLS.

John Wiley & Sons, Ltd: Chichester.

DOI: 10.1002/9780470015902.a0024143

eLS & 2014, John Wiley & Sons, Ltd. www.els.net 1

http://dx.doi.org/10.1038/npg.els.0001481
http://dx.doi.org/10.1038/npg.els.0001480
http://dx.doi.org/10.1038/npg.els.0005155
http://dx.doi.org/10.1038/npg.els.0005155


foregrounded. Which statistical assumptions and proto-
cols permit the decomposition of a complex system into
simpler causal factors, thereby allowing for explanation,
understanding and intervention? What does ‘determinism’
mean (e.g. Hacking, 1983; Dupré, 1993), and how might
deterministic processes ground statistical outcomes taken
as causal claims? Which other explanatory perspectives
complement statistical analyses in aiming towards ‘total
explanation’? Indeed, is a total explanation of any system
ever possible, and what would it require?
To examine intuitions about determinism and total

explanation, the first section presents two universes – a
deterministic universe and an utterly disorderly universe –
radically distinct from a third universe, a conscious uni-
verse, which many of us, though importantly not all, take
our actual universe to be. Considering these three uni-
verses allows a deeper comprehension, in the second sec-
tion, of standard statistical methodologies related to the
General LinearModel (GLM) such as regression analysis,
path analysis, and Structural EquationModelling (SEM),
as well as Analysis of Variance (ANOVA) and probabil-
istic causation. (Trail-blazing work on these methods
include Wright (1921, 1931, 1934, 1968) Neyman (1990,
1923), Fisher (1925, 1935), Haavelmo (1943), Simon
(1953), Blalock (1964), Duncan (1966), Holland (1986),
Cartwright (1989, 2007), Spirtes et al. (1993), Pearl (2000).
For introductions to GLM statistical methodology,
see Hocking (1996), Kline (1998), Shipley (2000), Muller
and Fetterman (2002). For critique of causal interpreta-
tions of statistical analyses, consult Freedman (1991,
2009) Lewontin (1974), Levins and Lewontin (1985).
Diagnosis of assumptions in GLM-based methodologies
can be found in Welsh et al. (1988), Wahlsten (1990)
and Wade (1992).) Again, my focus is methodology, with
occasional references to metaphysics and epistemology.
(Alas, space constraints allow even less to be said about
logic or ethics, as per Hacking’s list.) Attention to histor-
ical, structural and mechanistic frameworks in the final,
third section helps broaden the palette of methodologies
available for analysing determinism in, and explanation
of, biological and behavioural systems. We shall see
that every methodological framework is partial, replete
with particular and selective assumptions, questions and
goals. Can distinct perspectives ever be successfully
integrated?

A Philosophical Prolegomenon: Three
Universes

To motivate intuitions about determinism and total
explanation, consider two extreme universes. We shall call
the first the ‘clockwork’ universe, and the second the ‘soup’
universe. In the rigid clockwork universe, there are few
laws, causal regularities or objects and properties of any
kind. In particular, imagine that this universe consists
solely of two identical spheres in empty space. These

spheres are perfectly smooth. Only a single law operates in
thismake-believe universe – gravity. Thus, the spheresmay
be white and warm, but we do not know and it does not
matter. (Itmight be irrelevant for one of two reasons. First,
because there simply are no optical or thermal laws or
properties – this is a bare universe indeed. Second, because
any such ‘laws’ or ‘properties’ would be soup-like (see
below).) The only causal regularity in this universe is per-
fect circular motion around a common centre of gravity,
equidistant between the centres of mass of the two spheres.
The clockwork universe is (1) deterministic, (2) orderly
(across space and time), (3) simple and (4) (potentially)
totally explainable.
Contrast thiswith the utterly disordered soupuniverse in

which there are no reliable laws or regularities, and no
stable kinds ofobjects or properties. Two interpretations of
such a universe are possible. Under the first interpretation,
all objects and regularities, if we can call them thus, are
unstable spatially and temporally. For instance, what at
first looks like a huge swirling mass of quicksand sur-
rounded by empty space becomes a perfectly-shaped
sphere of granite. After 40 days, this sphere irregularly and
unpredictably morphs into thousands of fist-sized shaking
cubes of sonic crystals of an unknownmaterial. All sorts of
shape-shifting occurs elsewhere in this universe. More
radically, the soup universe can also be interpreted as a
chaos broth with the complete absence of even relatively
stable kinds or laws. All there ‘is’ is unstructured change.
Under either interpretation, total disorder reigns. The soup
universe is (1) stochastic and chancy, (2) disorderly, (3)
utterly complex and (4) unexplainable.
Because nothing exists upon which to build or organise,

neither of these universes is hierarchical. Potential building
blocks lack complexity in the clockwork universe, stability
in the soup universe. Moreover, neither universe is parti-
cularly interesting. All the laws and kinds in the first can be
written down on a small napkin (set aside the three-body
or, more generally, the n-body problem; on this problem,
consult Suppes, 1984, pp. 125–130). There are no pre-
dictive or stable laws or kinds in the second. The clockwork
universe is boringly simple; the soup universe is wholly
unknowable.
In contrast, consider another universe with numerous

and varied laws and kinds. Such a universe is in a middle
‘ground’ or middle ‘distance’ between a clockwork uni-
verse and a soup universe. (See Cantwell Smith, 1996,
293ff. for an intriguing discussion of ‘middle distance’ for
articulating ‘the registering world, including all of ontol-
ogy’.) Call this the ‘conscious’ universe. In it, both laws
and chance operate, and structure all the way up to con-
sciousness exists. Although difficult and controversial to
define, consciousness is here understood as having self-
awareness and intentionality, and exhibiting criticality
and creativity. In all of this, keep in mind that the
clockwork, soup, and conscious universes are thought
experiments of how we can imagine our universe. The
intention is to use these analogies (viz., a kind of model,
see Hesse, 1966; Bartha, 2010; Winther, Under Contract)
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to illustrate statistical practice, rather than illuminate
actual, basic properties of the universe, as described by
physicists. Indeed, the interested reader may wish to
learn about ‘Boltzmann brain’, ‘quantum information,’ or
‘spacetime’.
A brief historical interlude indicates how we have come

to think of our universe as a hierarchical universe, con-
taining consciousness. A classic statement of laws and
determinism is found in the first pages of de Laplace’s A
Philosophical Essay on Probabilities (1814):

All events, even those which on account of their insig-
nificance do not seem to follow the great laws of nature,
are a result of it just as necessarily as the revolutions of
the sun (de Laplace, 1902, 1814, p. 3).

With this metaphysical determinism, Laplace argues
against ‘final causes’ and ‘hazard’, considering both ‘ima-
ginary causes’. Indeed, he also alludes to a superior intel-
ligence, later baptised ‘de Laplace’s demon’:

_an intelligence which could comprehend all the forces
by which nature is animated and the respective situation
of the beingswho compose it – an intelligence sufficiently
vast to submit these data to analysis – it would embrace
in the same formula themovements of the greatest bodies
of the universe and those of the lightest atom; for it,
nothing would be uncertain and the future, as the past,
would be present to its eyes. (deLaplace, 1902, 1814, p. 4)

A contemporary statement referring to epistemological
dimensions of laws of nature, but in a more psychologistic
and personal light, can be found in Lightman (2013):

The laws of nature help us create sanity in this strange
cosmos we find ourselves in. The laws of nature protect
us from the vagaries of the gods. The laws of nature
satisfy a deep emotional need for order and reason and
control (Lightman, 2013, p. 117).

Laws comfort. However, as Lightman acknowledges,
chance also pervades our universe. C.S. Peirce eloquently
articulates the power of chance thus:

For a long time, I myself strove to make chance that
diversity in the universe which laws leave room for,
instead of a violation of law, or lawlessness (Peirce,
1893, p. 544).

Peirce eventually came to believe in ‘absolute chance, a
metaphysical thesis of irreducible chanciness and even of
laws of nature as fundamentally dynamic. Hacking (1990)
observes:

[Peirce] opened his eyes, and chance poured in. _His
working days of experimental routine, and his voyages
of the mind, took place in a new kind of world that his
century had been manufacturing: a world made of
probabilities (Hacking, 1990, p. 201).

Complementing Peirce’s metaphysical argument stands
fellow pragmatist John Dewey’s epistemological critique

of necessity and determinism from the same journal
volume:

When we say something or othermust be so and so, the
‘must’ does not indicate anything in the nature of
the fact itself, but a trait in our judgment of that fact
(Dewey, 1893, p. 363).

Dewey diagnosed a variety of fallacies associated with
determinists imposing inappropriate parts and causal
pathways (Winther, 2014). Such an ‘epistemological anti-
determinism’ should be distinguished from ‘epistemologi-
cal indeterminism’, which is rather the claim thatwe simply
do not – and perhaps cannot – know whether statistical
laws and regularities are fundamentally deterministic or
absolutely chancy. Chance was riding a crest of influence
towards the end of the ninteenth century, flooding into the
twentieth century.
According to the conscious universe, then, law and

chance are seen as interweaving. Here is Galton inNatural

Inheritance:

I know of scarcely anything so apt to impress the ima-
gination as the wonderful form of cosmic order
expressed by the ‘Law of Frequency of Error.’ The law
would have been personified by the Greeks and deified,
if they had known of it. It reigns with serenity and in
complete self-effacement amidst the wildest confusion.
The huger the mob, and the greater the apparent anar-
chy, the more perfect is its sway. It is the supreme law of
Unreason.Whenever a large sample of chaotic elements
are taken in hand and marshalled in the order of their
magnitude, an unsuspected and most beautiful form of
regularity proves to have been latent all along (Galton,
1889, p. 66).

In many areas of knowledge, especially in the biological
and behavioural sciences, statistical distributions became
regularities. Whether ‘statistical laws’ are fundamentally
stochastic at some basement level (i.e. ‘metaphysical
indeterminism’) or whether laws are statistical because of
our ignorance (i.e. epistemological indeterminism; see
Suppes, 1984;Dupré, 1993, chap. 8;Glennan, 1997) are less
important in the conscious universe than the fact that
statistical laws nowhave an ‘autonomy’ in that they can ‘be
used not only for the prediction of phenomena but also for
their explanation’ (Hacking, 1990, p. 182). In the imagin-
ary of the conscious universe, as constructed towards the
end of the ninteenth century, and as represented and
applied today in our best statistical methodologies, deter-
minism and chance no longer conflict.1

1The relationship remains complex. In a letter to Max Born dated 7

Sep 1944, Albert Einstein writes ‘‘We have becomeAntipodean in our

scientific expectations.Youbelieve in aGodwhoplayswith dice, and I

in complete law and order in a world which objectively exists, and

which I, in awildly speculativeway, am trying to capture’’ (Born, 1971,

p. 149).
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Returning to the analogies of our thought experiment
after this historical interlude, because our universe is
structured into molecules, planets, multicellular organisms
and societies – and many take our universe to be most like
the conscious universe – scientists can make predictions;
effective explanations furthering understanding become
possible; and interventions (e.g. economic and educational)
can be recommended. For instance, because of the imper-
fectly nested hierarchy and statistical laws we take our
universe to exhibit, even evolutionary theorists can make
novel, surprising, and correct predictions of bacterial or
symbiotic evolution (Williams, 1982; Winther, 2009).
Moreover, conscious entities in our universe seek and pro-
duce explanations (Woodward, 2011). Finally, intervention
is producedbygoal-oriented action (Walsh, 2013), responds
to social learning and organisation (Dewey, 1929), and is
driven by community and institutional needs (Longino,
2002). Thus, in contrast to clockwork and soup universes,
the conscious universe has (1) structured complexity, (2)
emergent hierarchy, (3) consciousness and (4) the possibility
of interesting – yet incomplete andmultiple – explanations.
Which sorts of explanation – partial or total – do these

universes support? And recalling Hacking’s distinctions
above, which epistemology follows from the metaphysics
of each universe? In a clockwork universe, scientific maps
can easily be provided. However, in this universe, not only
is there no one to care, but the simple and nonprobabilistic
theories that explain and predict this universe totally,
unambiguously, and without remainder, do not seem to be
particularly analogous to the theories required to explain,
even partially, our actual universe. Second, coherent the-
oretical maps of the soup universe are impossible to pro-
duce. Such a universe changes too unreliably. What about
the conscious universe? Many questions about the unity
and applicability of laws of nature and causal regularities,
and about the uniqueness of kinds and classifications of
kinds, require attention for a total account, as it were, of
total explanation. Some interlocutors disparage the pos-
sibility of universal laws, unique classifications, and total
explanations (e.g. Cartwright, 1983; Dupré, 1993; Hack-
ing, 2007b; Wimsatt, 2007), while others argue that the
universe is a simulation, a complexmathematical structure,
or both, in which total explanation is not only possible but
necessary (e.g. Wolfram, 2002; Bostrom, 2003; Tegmark,
2014; but see Frenkel, 2014; Hacking, 2014). Perhaps most
interestingly, and extending Hacking’s ‘looping effect’
(Hacking, 2007a), if consciousness itself affects explana-
tion, then ‘closed’ total explanations even of purely mate-
rial processes such as chemical reactions and embryonic
development bracketing the explainer, and the needs, his-
tory, and assumptions of the community of explainers,
would not be forthcoming (Longino, 2002). Put differently,
pragmatic factors will always enter explanations and dif-
ferent factors will alter the explanation itself. Unsurpris-
ingly, controversies about the possibility and nature of
total explanations in a conscious universe remain strong.
What is clear is that explanation is interesting, and inter-
vention important, in a conscious universewith emergence,

hierarchy, and agency, such as we commonly – but
importantly not always – take ours to be.
A passage taken from work in probabilistic causation2

provides yet another view on the difference between a deter-
ministic clockwork universe and a disorderly soup universe:

_we shall express preference toward de Laplace’s
quasi-deterministic conception of causality and will use
it, often contrasted with the stochastic conception, to
define and analyse most of the causal entities that we
study. This preference is based on three considerations.
First, the Laplacian conception is more general. Every
stochastic model can be emulated by many functional
relationships (with stochastic inputs), but not the other
way around_ Second, the Laplacian conception is
more in tune with human intuition. The few esoteric
quantum mechanical experiments that conflict with the
predictions of the Laplacian conception evoke surprise
and disbelief, and they demand that physicists give up
deeply entrenched intuitions about locality and caus-
ality. Our objective is to preserve, explicate, and satisfy
– not destroy – those intuitions.
Finally, certain concepts that areubiquitous inhuman

discourse can be defined only in the Laplacian frame-
work. We shall see, for example, that such simple con-
cepts as ‘‘the probability that event B occurred because

of event A’’ and ‘‘the probability that event B would
have been different if it were not for event A’’ cannot
be defined in terms of purely stochastic models. These
so-called counterfactual concepts will require a synthesis
of the deterministic and probabilistic components
embodied in the Laplacian model (2000, pp. 26–27).

Adopting a purely soup universe metaphysically con-
sisting of ‘absolute chance’ (Peirce), or endorsing episte-
mological indeterminism, as even so-called hidden variable
theories in quantum mechanics sometimes do, will simply
not do justice to our intuitions about causality or our ways
of using words such as ‘because’. This is Pearl’s Laplacian,
deterministic streak. Even so, we must also respect causal
complexity, measurement error, and inevitable ignorance.
This is Pearl’s acceptance of metaphysical, epistemological
and methodological disorder and indeterminism in the
world. Thus, a ‘synthesis’ of a clockwork and a soup uni-
verse is required. I too desire Laplacian chance guided by
consciousness.

2See Pearl (2000), Cartwright (2007), Hitchcock (2012), Woodward

(2013). The basic idea is that probabilities of co-occurrence can be

assigned to the relations between any two factors in a complex system.

If a flow chart (‘directed acyclic graph’) can be drawn, and probability

distributions written that indicate that the probability of a certain

factor occurring depends only on the probability of a certain set of

other factors – ‘the parents’ – but not on any other factors, then those

parents can be considered the causes of the given factor (this is the

‘Markov Causal Condition’; consult Cartwright, 2007; Hitchcock,

2012). But how should these probabilities to be interpreted and con-

ceptualised? That is what Pearl is addressing in the passage below.
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How can we ontologise or make real each of these three
universes? Consider a passage from van Fraassen’s Laws
and Symmetry:

A model is called a model of a theory exactly if the
theory is entirely true if considered with respect to this
model alone. (Figuratively: the theory would be true if
this model was the whole world) (1989, p. 218).

Extending vanFraassen’s apt distinction betweenmodel
and theory, three analogies have been explored: the
clockwork universe, the soup universe, and the conscious
universe. The clockwork universe is the well-known
metaphor of theLaplacian clockworkuniverse pareddown
to its bare essentials (alternatively: imagine ‘‘this [rigid]
model [as] the whole world’’). In other words, conceiving
and reifying the rigid clockwork universe as being the entire

universe, and imagining our universe as being exactly like

such a clockwork universe, will make our universe a clock-

work universe. The soup universe and the conscious uni-
verse analogies themselves refract distinct pictures and
metaphors of the kind of universe we inhabit, which pro-
cesses it contains, and, thereby, which explanations,
interventions and understandings a given universe justifies.

Scientific Methodology: Statistics and
Probability Theory

Diagnosing causation in a complex system requires
abstracting out individual factors and identifying their
relative effects and combined interactions. The most
straightforward way to study causation, and thereby pro-
duce explanations, is to use randomised experiments toge-
ther with relatively simple statistical analysis. In many
cases, though, randomised experiments are impractical (e.g.
comparing the macroeconomies of different countries),
unethical (e.g. heritability studies in humans), or both. In
some cases in which randomised experimentation is
impossible, a ‘natural experiment’ might be available, such
as in John Snow’s well-known study of cholera in ninteenth
century London. When a natural experiment is not avail-
able,many researchers use observational data (i.e. data that
do not result from randomised experiments) and more
complex statistical procedures to study the relationships
among factors that might be considered causally funda-
mental (Blalock, 1964; Lieberson, 1987). Under certain
assumptions of the GLM, and within particular research
programs (e.g. path analysis and SEM), causation can be
inferred from correlational data. However, it is not clear
whether and when these assumptions hold, and many
causal inferences fromobservational data are controversial.
GLM-based methods start with a mathematical model

that relates a set of independent variables to a set of depen-
dent variables. For instance, we could imagine hanging up a
spring and attaching serially heavier weights, measuring the
extension of the spring associated with each weight. Our
model for the experiment might propose that the extension

we measure is a combination of (1) a deterministic function
of the weight we apply and (2) a random ‘error’ term that
stochastically generates deviations from the deterministic
prediction. Ifwe represent spring lengthbyY, appliedweight
by X1, and random error by e1, we could write:

Y5B0 þ B1X1 þ e1 ð1Þ

This is a linear regressionmodel for the spring.Researchers
are often interested in terms like B1. B1 is called a ‘regres-
sion coefficient’, and it measures the strength of the rela-
tionship between the independent and dependent variable
– in this case, theweight applied to the spring and the length
of the spring. Furthermore, and thinking visually, recall
from your high school days that the equation of a line is
y=mx+b. Equation (1) essentially specifies a family of
lines, where the y-intercept (i.e. b) of a given line is B0 and
the slope (i.e. m) is B1. In the particular case here con-
sidered, applied weight is the x-axis and spring length is the
y-axis. According to this simplest model of functional
relations between independent and dependent variables,
actual data measured for particular springs do not fit per-
fectly on a straight line – indeed, the plotted points deviate
above and below the line according to the chancy ‘random
variable’ error term, e1. So far, the authors have merely
written down a mathematical model. At this stage, the
researcher can impose the model on real data and ask
questions such as, ‘‘If one assumes that the model I have
written is a true description of the spring, what is the best
possible guess for the value of B1?’’

In this example, we can take one spring and manipulate
it, adding different weights, exposing the spring to different
temperatures, and so forth. In many situations in the bio-
logical and behavioural sciences, our situation is more
analogous to that of a researcher who can never actually
change the mass on any one spring, or even place many
springs in sufficiently randomised environments. A
researcher who cannot experiment can only gather infor-
mation from various springs, hoping that the springs are
similar in important respects, that the weights used repre-
sent the relevant range of possible weights, and that we
have measured any other variables that might matter.
The three universes are useful for understanding statis-

tical analysis under the GLM more generally. The GLM
imposes a clockwork-like universe – the deterministic part
of the GLM is simple, orderly, and separable into distinct
influences of different independent variables (X1, X2, _
Xn). Even the corresponding error terms for each factor (e1,
e2,_en), the disordered and chancy part of the regression,
are rigidified.3 How so? When a model with single or
multiple explanatory factors is fit to real data using

3Typically, we employ models with various explanatory variables and

corresponding error terms. Such multiple regression models might

look like this: Y=B0+(B1X1+B2X2+B3X3 _ BnXn)+(e1+e2+e3

_+en). The lines would thus be drawn through multidimensional

space. More technically, such an equation can be written with the

Greek letter, Sigma, S.
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procedures such as ‘least squares estimation’ (e.g. Kline,
1998; Freedman, 2009), conclusions about the regression
coefficients are typically based on a standard set of
assumptions about the errors. The stochastic errors are
assumed to have these properties:

1. independence across subjects measured (i.e. error
independence)

2. a mean or ‘expectation’ of 0 as well as the same finite,
constant variance (Let us set aside so-called ‘generalised
linear models’ which permit different variances across
error terms (e.g. Nelder andWedderburn, 1972). While
these models are more ‘general’ and certainly interest-
ing, it is difficult to prove exact results for them, and
considering them would not change any of the basic
arguments in this entry.) (i.e. error homogeneity, which
goes by the fancy term ‘homoscedasticity’)

3. no correlation to the measurements of any of the
explanatory variables ofX (i.e. exogeneity) (Muller and
Fetterman, 2002, pp. 10–11; Kline, 1998, pp. 24–25;
Freedman, 2009, p. 98).

The addition of a stochastic error term does not amount
to an anti-Laplacian assumption that the universe is even
partly fundamentally stochastic. That is, the errors are
modelled as random, but the randomness could be attri-
butable to measurement error or to our ignorance about
un-measured causal factors, both of which are consistent
with (but do not presuppose) metaphysical determinism.
Indeed, ‘methodological determinism’ might be a better
description and concept of how the clockwork universe
tames error terms in the GLM-based statistical models of
actual scientific practice.
Experimental protocol is also required to force a clock-

work universe. First of all, experiments involving proce-
dures such as randomising, replicating, blocking and
blinding are sufficient for GLM error term assumptions to
hold. Experiment permits the domestication of disorder.
Carefully designed experiments help us avoid ‘confound-
ing’, viz., spurious or obscure external factors being co-
associated with the factors studied. Experiment thus also
permits diagnosing, and controlling for, single factors.
In all of this, the conscious universe comes to the fore,

though this might sometimes be forgotten. Consciousness
is actually the force behind intelligent and deliberate sta-
tistical and experimental analysis. After all, the scientists’
statistical training and analytical goals are enforced when
disorder is domesticated, explanation and understanding
produced and informed intervention suggested. Indeed,
given that we are notoriously biased observers as well as
systematically unreliable statistical thinkers (e.g. Kahne-
man, 2011), scientists attempt, via proper experimental
protocol (e.g. blinding and controlling), to eliminate their
own consciousness’ pernicious footprints. For instance,
double-blind procedures in medical ‘Randomised control
trials’ help eliminate various kinds of mutual expectations
and behaviour adaptations between medical professionals
and patients (e.g. Solomon et al., 2009). With respect to

intervention, consciousness must decide how seriously it
wishes to take statistical results. Who gets to use statisti-
cally inferred causal claims and forwhat? Is the causal story
told by scientists and used by the powers-that-be objec-
tively true or is itmore like a beautiful fairy tale?We cannot
escape the political and ethical implications of the results of
intentional statistical analyses in the biological and beha-
vioural sciences. In general, consciousness makes the uni-
verse more clock-like, with clear knobs and switches that
we can set, and, thereby, peer through increasingly trans-
parent panels to see the machinery ticking away inside. A
motto emerges: via careful experiment and rigorous statis-

tical assumptions and methods, consciousness helps make a

disordered soup universe more like a rigid clockwork

universe.
Let us explore path analysis and SEM more concretely,

to see this motto in action. Wright (1921) starts thus:

The ideal method of science is the study of the direct
influence of one condition on another in experiments in
which all other possible causes of variation are elimi-
nated. Unfortunately, causes of variation often seem to
be beyond control. In the biological sciences, especially,
one often has to deal with a group of characteristics or
conditions which are correlated because of a complex of
interacting, uncontrollable, and often obscure causes.
The degree of correlation between two variables can be
calculated bywell-knownmethods, but when it is found
it gives merely the resultant of all connecting paths of
influence (Wright, 1921, p. 557).

This article inaugurated the method of path analysis.
The basic idea of this procedure is to identify a series of
factors, and write a set of simultaneous regression equa-
tions indicating all the (assumed) direct and indirect causal
influences among the factors. Here is the full, original
diagram from Wright (1921, p. 560) (Figure 1).
One regression equation among several captures rate of

growth as a linear function of heredity, size of litter, and
condition of dam, with each variable having an estimated
path coefficient. In articulating all the correlational
dependencies, Wright assumes that:

A cause has a linear relation to the effect and is com-
bined additively with the other factors (Wright, 1921,
p. 563).

Wright ultimately appealed to a kind of causal total
explanation. That is, he wished to quantitatively map the
correlation between any two variables as ‘‘the sum of the
products of the chains of path coefficients along all of
the paths by which they are connected.’’ (1921, p. 568) For
any pairwise correlation between factors X and Y, the
diagram together with regression analysis allowed him to
separate various scenarios, including: (1) X causes, or,
strongly specifies, Y (or vice-versa); (2) X andY are caused
(specified) by a third factor Z; (3) X directly influences Y as
well as indirectly through Z, viz., there are multiple rather
than single causal pathways (see also Wright, 1931, 1934;
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Griesemer, 1991 and Shipley, 2000 elucidate path analysis;
Cartwright, 2007, pp. 72–78 discusses ‘from probabilistic
dependence to causality’). In short, by identifying appro-
priately distinct factors, diagramming their presumed
causal relations, randomising and controlling for exogen-
ous factors (at least in guinea pig breeding), and taming
error terms appropriately, Wright attempted to impose
a clockwork universe via conscious statistics and
experiment.
Path analysis, and related causal models including SEM

emerged in the social sciences, especially economics and
sociology. Freedman (2009) presents a clear analysis of one
example, the work of Blau and Duncan (1978), which
investigated factors in status attainment in American
society. Citing Blau and Duncan (1978), Freedman
observes that these sociologistswanted to answer questions
such as ‘‘how and to what degree do the circumstances of
birth condition subsequent status’’? (Freedman, 2009,
p. 81). The path analysis and SEM developed from 1962
census data isolated five factors: father’s occupation (FO),
father’s education (FE), son’s occupation (SO), son’s edu-
cation (SE), and son’s first job (SJ). The dependent variable
was taken to be son’s occupation, and a complex path
diagram involving the five other explanatory variables (not
all independent) was articulated. Here is one of Blau and
Duncan’s three simultaneous equations:

SO5B1SE þ B2FO þ B3SJ þ e ð2Þ

The B path coefficients (standardised correlation coeffi-
cients, r) were, respectively, .394, .115 and .281, which
implies that son’s occupation is more sensitive to his edu-
cation than to his father’s occupation. Slightly more tech-
nically, SE explains more of the total variance of SO than
FO – it explains 15.5% of the variance, whereas FO only
explains 1.3% of the variance. Overall, Blau andDuncan’s
SEM model did not exhibit a particularly good fit – it left
58% of the variation in the son’s occupation (and status)
unexplained. This could perhaps be remedied by including

more causal variables, and thereby formulating a more
subtle causal model. Freedman humorously identifies
methodological concerns with Blau and Duncan’s study:

As social physics_ [Blau and Duncan’s path model]
leaves something to be desired. Why linearity? Why the
same [path] coefficients for everybody? What about
variables like intelligence ormotivation? Andwhere are
the mothers?? (Freedman, 2009, p. 86)

Indeed, Blau and Duncan did not and could not have
done a randomised experiment. GLM assumptions are
here imposed without proper (because unethical and
impractical) experimental procedures. But does this alone
remove the validity of causal inference? Is rigorous
experimentation the only way to make GLM error term
assumptions hold? Freedman would answer these ques-
tions with a resounding ‘yes!’. In contrast, because they
believe in the power of careful statistical analysis on non-
experimental data – i.e. because they hold that experiment
is sufficient but not necessary for GLM assumptions to
hold – Blau and Duncan, and Lieberson (1987), would
insist on answering ‘no!’.4 In this noninterventionist sta-
tistical study,Duncan andBlau consciously forced asmuch
of a rigid universe as they could through path analysis and
SEM.
The extent to which the clockwork universe – imposed

by consciousness – can be taken to grant causal informa-
tion is controversial. In fields such as econometrics, beha-
vioural psychology, and quantitative sociology,many hold
that causation can be inferred from correlational data
given appropriate statistical rigidifying strategies, even
without randomised experiments. Even so, others argue,
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+
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Figure 1 Diagram illustrating the interrelations among the factors which determine the weight of guinea pigs at birth and at weaning (33 days).

4Interestingly, Pearl, 2000; Hitchcock, 2012; Woodward, 2013

‘abstract’ randomised, controlled experiment, advocating for ‘ideal

interventions’ in which experiments are done computationally,

through formal probability theory and directed graphs. Thus, they

might reply ‘yes and no’ to the above questions.

eLS & 2014, John Wiley & Sons, Ltd. www.els.net 7

Determinism and Total Explanation in the Sciences



our most carefully executed statistical and experimental
strategies are not sufficient for grounding causal – and
thereby explanatory – claims. For instance, Fisher (1925,
1935) was more focused on testing hypothetical causal
claims and insisted (analogously to Popper, and resonating
with an empiricist and anticausal attitude of the times,
trail-blazed by philosophers and scientists such as Ernst
Mach, Karl Pearson and Bertrand Russell) that causal
hypotheses could be disproved but never definitively
proved (Box, 1976). A different line of attack on causal
inference in statistics can be found in Freedman (1991):

To derive a regression model, we need an elaborate
theory that specifies the variables in the system, their
causal interconnections, the functional form of the
relationships, and the statistical properties of the error
terms – independence, exogeneity, etc (Freedman, 1991,
pp. 292–293).

Causation can only be claimed if a causal model is
already assumed (e.g. Holland, 1986; chap. 2, ‘‘No Causes
In, No Causes Out’’, Cartwright, 1989). The justificatory
and inferential relations between even the most elegantly
implemented rigid and ordered correlation data and causal
claims are highly controversial. See also: Path Analysis in
Genetic Epidemiology
ANOVA, which is essentially a special case of regression

analysis, and other GLM related statistical research pro-
tocols and programs such as probabilistic causation, also
pertain to determinism and explanation in the biological
and behavioural sciences. For instance, in the ‘IQwars’ the
causal meaning, or not, of the so-called heritable compo-
nent of genetic variance in IQ, as well as the stability of IQ
heritability across race, gender or other putatively biolo-
gical relevant grouping of Homo sapiens, results in
incendiary disputes with strong ramifications for possible
socio-political intervention.5 In all of this, the delicate and
complex interplay among imposing clockwork, soup and
conscious universes must also be considered. In the case of
ANOVA, the same strategies of conscious rigidification
discussed above vis-à-vis regression models emerge.
Probabilistic causation and other more complex statistical
procedures associated with, for instance, so-called big
data (e.g. model selection, network analysis, graph theory,

visualisation, e.g. Newman, 2010) also require intention-
ally instituing a clockwork universe, with new sorts of
statistical regularities emerging (e.g. scale-free networks
and modular networks). Questions to be left unanalysed
here include: what kind of universe(s) can we assume – or
must we assume – our world to be in order to produce
explanations, understanding and intervention consonant
with these other statistical and probabilisticmethodologies
in the biological and behavioural sciences? How and why
did we get so lucky to live in a universe, perhaps most like
the conscious universe, in which intentional agents have a
magical key for causal inference – randomised and con-
trolled experiments? See also: Eugenics: Contemporary
Echoes; Heritability Wars; Nature/Nurture – A Philoso-
phical Analysis; Twin Methodology

Other Methodologies on
Determinism and Total Explanation

Let us return to our spring example. There are other
questions we might ask about these springs, even if we are
interested only in the linear regression consistent with
Hooke’s law. We could ask about the history, the compo-
sition and the organisation of the springs. The composition
and organisation of the springs might affect the regression
coefficient. If we lack direct information about the mate-
rials the springs are made of and the way in which they are
coiled, then knowledge about the factory in Germany that
constructed the spring or about which mines the iron and
chromium (or copper) ore originated frommight be useful.
So, other sorts of information and methodologies for
acquiring it, are pertinent to our statistical explanation of
the behaviour of springs. Moreover, such information is
important in and of itself if we are, instead, mainly inter-
ested in explaining the aetiology or chemical make-up of a
particular spring.
To make the analogy with the biological and beha-

vioural sciences explicit: if, as above, we are interested in
statistically-inferred causal operations of a system, then
historical, structural and mechanistic information can be
relevant. Knowing about the origins and organisation of a
systemhelps to rein in the statisticalmodel. , a regression or
path analysis model is not just imposed from a vacuum.
The variables and relationships that appear in the regres-
sion model must be reasonable in the context of the theo-
retical background the researcher brings to the problem
under study. That is, statistical practice must be embedded
into a larger theoretical framework, where it may not
always fit comfortably (e.g. Meehl, 1978). As Plato and
other philosophers have suggested, theory must cut nature
at its joints, and statistical models should reflect and apply
that carving. Consider again the Blau and Duncan study
discussed earlier. Independently and previously to the
mathematics, knowledge about social and psychological
history, structure and mechanism provides ways to justify
andmeasure the factors included in ourmodel (e.g. father’s

5For causal interpretations of heritability, and of heritability of IQ in

particular, see for exampleWright (1931) (especially ‘chart 4’, p. 161),

Jensen (1969), Herrnstein and Murray (1995), Sesardić (2005), Vis-

scher et al. (2008). For anticausal, critical interpretations of the her-

itability of IQ, refer, for example Lewontin, 1970, 1974; Layzer, 1972;

Block, 1995; Sarkar, 1998. For alternative ‘complex systems’ frame-

works in which (1) cause cannot be uniquely decomposed, (2) ‘nature’

and ‘nurture’ interact and the distinction itself is questioned and (3)

various forms of Laplacian chance in a conscious universe are adop-

ted, consult, for example Levins and Lewontin, 1985; Oyama, 2000a,

b; Wimsatt, 2007; Winther, 2008; Walsh, 2012. Recent reviews of the

relation between IQ heritability and race include Downes, 2014;

Kaplan and Winther, 2014.
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occupation and son’s education) as well as their relation-
ships. Contextual knowledge beyond statistics remains
critical in statistical model construction,model application
and model validation.
These other forms of knowledge, explanation and

questions are also important in another very simple way.
Because reality is complex, we need to approach it from
multiple perspectives. That is, if we wish to understand the
full range of causes andoutcomes in the temporal evolution
of complex systems, and to intervene intelligently in reality
in order to change it for the better, scientists need to
investigate broad biological, psychological and social
aspects of reality. Statistical models give us only one win-
dow into explaining complex reality. Historical (Box 1) as
well as structural and mechanistic (Box 2) methodologies
are as important as statistical methodology if we desire a
full picture of the phenomena studied by the biological and
behavioural sciences.
Open questions remain. Our three universes provide

insight into how determinism and chance interact, in sci-
entific methodologies. More concretely, what exactly is
determinism in historical and mechanistic explanation?
And how do intentional researchers – under themodel of a
conscious universe – integrate the various forms of
knowledge produced by distinct general methodologies?

As Longino (2013) suggests, perhaps distinct methodolo-
gies carve up their respective ‘‘causal space’’ in a manner
incommensurable – and thus potentially non-integratable
– to that of othermethodological paradigms (Kuhn, 1970).
If so, the plurality of explanatory projects and scientific
methodologies could be at an ‘explanatory impasse’
(McManus, 2012). But might general research strategies
instead not produce knowledge that is explanatorily ‘mis-
cible’ (Walsh, 2013). That is, with sufficient inter-
disciplinary knowledge might we not be able to replace
spotlight visions of reality with an overarching flood-
light vision (Winther, 2011). See also: Complex Genetic
Systems and Diseases; Personal Identity: Genetics and
Determinism

Box 1 Historical explanation

In a historical explanation, we attempt to diagnose the factors

interacting in the origin and development of, for instance, an

organism, a firm or a culture. In keeping with the emphasis on

actual method in this entry, the interested reader may wish to

consult Felsenstein (2004) andGaddis (2004) for discussion of

a rich variety of methodologies of the reconstruction of

history, and for analysis of historical explanation, in the fields

of biology and history, respectively. Investigations into how

historical explanation might be a distinct style of scientific

inference, pertinent especially to the biological and

behavioural sciences can be found in Ragin and Zaret (1983),

Ragin (1987), Crombie (1994), Frodeman (1995), Hacking

(2002) andWinther (2012). As a topic in historical explanation

particularly relevant for determinism and explanation

consider path dependence (Page, 2006). Is the current state of

historically situated systems contingent and accidental

(Gould, 1989), or is it necessary and inevitable (Conway

Morris, 2003)? That is, would convergence to the same

organisms be rampant if we were to replay the tape of life (see

Oyama, 2000b Chapter 6; Beatty, 2006)? A clockwork

universe would suggest historical inevitability, whereas a soup

universe would resonate with historical contingency. A

conscious universe would articulate a synthesis of these two

scientific assumptions about historical outcomes, and even,

self-reflectively, about its own history. (As an example of a

visualisation pertinent to historical explanation, see Figure1 of

the eLS article Cladistics.) See also: Phylogeny

Reconstruction; Philosophy of Biological Classification

Box 2 Mechanistic explanation

A mechanistic explanation involves disarticulating the actual

machinery of a system, independently of statistical inference.

For instance, the structure and mechanisms of hierarchical

components of biological systems can be identified and

modelled via material experimental protocols and computer

simulations, as elucidated by Webster and Goodwin (1996),

Craver (2007), Wimsatt (2007) and Winther (2011). In the

behavioural sciences more generally, Lévi-Strauss (1966,

1962) and Steel (2008) show, respectively, that appeals to

structure andmechanism are pervasive and deep. As a topic in

mechanistic explanation particularly relevant for determinism

and explanation consider reductionism. Is a whole ‘nothing

but’ the sumof its parts or are there emergent andautonomous

– and, thereby, non-reducible – properties and causes at

higher levels?Deep conceptualizations of themind and society

are at stake. Nagel (1961), Andersen et al. (2001), Wimsatt

(2007) and Jones (2013) are excellent sources on this topic.

Returning to our universes, important questions about

whether determinism, utter chance or something more

akin to Laplacian chance operates at various levels of

organisation. For instance, it is well-known that deterministic

relations between pressure, volume and temperature are

actually grounded in statistical, thermodynamic properties as

described by the kinetic theory of gases (e.g. Nagel, 1961;

Glennan, 1997; Callender, 1999). Glennan (1997) discusses

various combinations of higher-level deterministic or

stochastic behaviours being grounded by deterministic or

stochastic behaviour of lower-level parts. His examples

stem from the physical sciences, and we would do well to

consider analogous combinations in the biological and

behavioural sciences. Again, in imposing the conscious

universe in research design, as part of scientific explanatory

projects, scientists and philosophers might also wish to

explore the possibility of the emergence and the irreducibility

of consciousness itself. (As an example of a visualisation

pertinent to mechanistic explanation, see Figure 5 of the eLS

article Metabolic Turnover.) See also: Genetics,

Reductionism and Autopoiesis; Philosophy of Molecular

Biology; Reductionism in Biology
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